CS 137 Part 7

Big-Oh Notation, Linear Searching and Basic Sorting Algorithms
Big-Oh Notation

- Up to this point, we’ve been writing code without any consideration for optimization.
- There are two major ways we try to optimize code - one is for memory storage and the one we will focus on is time complexity.
- One major issue is quantifying measuring time complexity. For example, using how fast it runs is very machine dependent and can depend on everything from processor to type of operating system.
- To level the playing field, we use Big-Oh Notation.
Definition

**Big-Oh Notation**

Let $f(x)$ be a function from the real numbers to the real numbers. Define $O(f(x))$ to be the set of real functions $g(x)$ such that there exists a real number $C > 0$ and a real $X$ such that $|g(x)| \leq C|f(x)|$ for all $x \geq X$.

or more symbolically

**Big-Oh Notation**

$$g(x) \in O(f(x))$$

$$\iff \exists C \in \mathbb{R}_{>0} \exists X \in \mathbb{R} \ \forall x \in \mathbb{R} \ (x \geq X \Rightarrow |g(x)| \leq C|f(x)|)$$
Definition

Big-Oh Notation

Let $f(x)$ be a function from the real numbers to the real numbers. Define $O(f(x))$ to be the set of real functions $g(x)$ such that there exists a real number $C > 0$ and a real $X$ such that $|g(x)| \leq C|f(x)|$ for all $x \geq X$.

or from another perspective, in natural language:

The functions in $O(f(x))$ are all such functions that grow asymptotically at an equal or slower rate to $f(x)$. 
Example

Consider \( f(x) = x^2 - 2x - 1 \) and \( g(x) = x^2 + 2x + 1 \). Is \( g(x) \in O(f(x)) \)? Or an equivalent question: Does \( g(x) \) grow at the same rate, or slower, than \( f(x) \) does? You might think no but the answer is \textbf{yes}!
Example

The important thing to note here is since we’re talking about the “asymptotic growth” rate of a function, we get to choose that constant \( C \) and value \( X \) such that
\[
|C \cdot f(x)| \geq g(x) \quad \forall x \in \mathbb{R}, x \geq X.
\]
Look what happens if we let \( C = 3 \), then our \( X = 2\sqrt{6} \approx 4.44 \ldots \)

---

Graph showing:
- Red line: \( 3 \cdot f(x) = 3 \cdot (x^2 - 2x - 1) \)
- Blue line: \( g(x) = x^2 + 2x + 1 \)
Asymptotic growth really refers to the growth rate as input values get very large (trend towards infinity). This is why we’re allowed to select a constant $C$ that we multiply the function by, as a constant scalar doesn’t affect the growth rate of a function as the input size is trending to infinity.

When there is a difference is the asymptotic growth rates of the functions, then there is no such constant $C$ that we can choose that will work for all values as we trend towards infinity. This is why the $+2x$ and $-2x$ terms did not end up mattering in the previous example - the defining term of the functions growth rate was the $x^2$ term.
Consider $f(x) = x$ and $g(x) = x^2$. Is $g(x) \in O(f(x))$? Let’s consider $C = 1/n$ where we let $n$ be some large constant.

No matter what, at the point $x = n$ the function $g(x)$ will overtake $f(x)$ and for all input larger than $n$ then $g(x)$ will have a larger value. So no, $g(x) \not\in O(f(x))$.

In this example we’ve proven this to ourselves by inspection of the obvious that no constant will result in a permanent situation where $f(x) \geq g(x)$. It may not always be so clear cut - shortly we’ll see a mathematical way to prove this.
Another example

### Big-Oh Notation

\[ g(x) \in O(f(x)) \]

\[ \iff \exists C \in \mathbb{R}_{>0} \ \exists X \in \mathbb{R} \ \forall x \in \mathbb{R} \ (x \geq X \Rightarrow |g(x)| \leq C|f(x)|) \]

For example, \( 3x^2 + 2 \in O(x^2) \) since for all \( x \geq 1 \), we have

\[ |3x^2 + 2| = 3x^2 + 2 \leq 5x^2 = 5|x^2|. \]

Note in the definitions, \( X = 1 \) and \( C = 5 \).
Yet Another Example

**Big-Oh Notation**

\[ g(x) \in O(f(x)) \]

\[ \iff \exists C \in \mathbb{R}_{>0} \exists X \in \mathbb{R} \forall x \in \mathbb{R} \ (x \geq X \Rightarrow |g(x)| \leq C|f(x)|) \]

As another example, \( 6 \sin(x) \in O(1) \) since for all \( x \geq 0 \), we have that

\[ |6 \sin(x)| \leq 6|1|. \]
Some Notes

- In computer science, most of our $f$ and $g$ functions take non-negative integers to non-negative integers so the absolute values are normally unnecessary for us. However this concept is used in other areas of mathematics (most notably Analytic Number Theory) so I’m presenting the general definition.

- Usually instead of $g(x) \in O(f(x))$, we write $g(x) = O(f(x))$ because we’re sloppy.

- Note that we only care about behaviour as $x$ tends to infinity. Indeed we could consider $x$ approaching some fixed $a$ which is often done in analysis (calculus).

- In fact, in computer science, our functions are almost always $f : \mathbb{N} \rightarrow \mathbb{R}$ or even more likely, $f : \mathbb{N} \rightarrow \mathbb{N}$
A Useful Theorem

To help with classifying functions in terms of Big-Oh notation, the following is useful.

**Limit Implication**

For positive real valued functions \( f \) and \( g \), if \( \lim_{x \to \infty} \frac{g(x)}{f(x)} < \infty \), then \( g(x) \in O(f(x)) \).

Often times, this with L’Hôpital’s rule can be used to help determine which functions grow faster very quickly. The converse of this statement is almost true (if we change the limit to the \( \lim \sup \)) but I will save this for another course.
A Second Useful Theorem

We can also use this

**Limit Implication**

For positive real valued functions $f$ and $g$, if \( \lim_{x \to \infty} \frac{g(x)}{f(x)} \) diverges to infinity, then \( f(x) \in O(g(x)) \).
A Second Useful Theorem

We can also use this

**Limit Implication**

For positive real valued functions $f$ and $g$, if $\lim_{x \to \infty} \frac{g(x)}{f(x)}$ diverges to infinity, then $f(x) \in O(g(x))$.

**Proof Sketch:** By definition, for each $M > 0$ there exists a real $X$ such that for all $x > X$ we have that $|g(x)| \geq M|f(x)|$. Pick such an $M$ and then here divide by it to get the result.
More examples

Big-Oh Notation

\[ g(x) \in O(f(x)) \]
\[ \iff \exists C \in \mathbb{R}_{>0} \ \exists X \in \mathbb{R} \ \forall x \in \mathbb{R} \ (x \geq X \Rightarrow |g(x)| \leq C|f(x)|) \]

Claim: For any polynomial \( g(x) = \sum_{i=0}^{n} a_i x^i \) then \( g(x) \in O(x^n) \).
More examples

Big-Oh Notation

\[ g(x) \in O(f(x)) \]
\[ \iff \exists C \in \mathbb{R}_{>0} \exists X \in \mathbb{R} \forall x \in \mathbb{R} \ (x \geq X \Rightarrow |g(x)| \leq C|f(x)|) \]

**Claim:** For any polynomial \( g(x) = \sum_{i=0}^{n} a_i x^i \) then \( g(x) \in O(x^n) \).

**Proof:** For all \( x \geq 1 \), we have

\[
|a_n x^n + a_{n-1} x^{n-1} + \ldots + a_1 x + a_0| \leq |a_n| x^n + \ldots + |a_1| x + |a_0| \\
\leq |a_n| x^n + \ldots + |a_1| x^n + |a_0| x^n \\
\leq (|a_n| + \ldots + |a_1| + |a_0|) x^n
\]

and the bracket above is a constant with respect to \( x \) and we are done.
Another Example

Claim: $\log_a x \in O(\log_b x)$ for $a, b > 0$. 

Proof: For all $x \geq 1$, we have $|\log_a x| = \left|\frac{\log_b x}{\log_b a}\right| |\log_b x|$. The bracket above is a constant with respect to $x$ and we are done.

Summary: We can ignore the base of the logarithm; it is rarely used in Big-Oh Notation.
Another Example

Claim: $\log_a x \in O(\log_b x)$ for $a, b > 0$.

Proof: For all $x \geq 1$, we have

$$|\log_a x| = \left| \frac{\log_b x}{\log_b a} \right| = \left| \frac{1}{\log_b a} \right| \cdot |\log_b x|$$

and the bracket above is a constant with respect to $x$ and we are done.
Another Example

Claim: $\log_a x \in O(\log_b x)$ for $a, b > 0$.

Proof: For all $x \geq 1$, we have

$$|\log_a x| = \left| \frac{\log_b x}{\log_b a} \right| = \left| \frac{1}{\log_b a} \right| |\log_b x|$$

and the bracket above is a constant with respect to $x$ and we are done.

Summary: We can ignore the base of the logarithm; it is rarely used in Big-Oh Notation.
Some results

In what follows (for real valued functions), let $g_0(x) \in O(f_0(x))$ and $g_1(x) \in O(f_1(x))$. Then...

1. $g_0(x) + g_1(x) \in O(|f_0(x)| + |f_1(x)|)$
2. $g_0(x)g_1(x) \in O(f_0(x) \cdot f_1(x))$
3. $O(|f_0(x)| + |f_1(x)|) = O(\max\{|f_0(x)|, |f_1(x)|\})$

Note that the last bullet is actually a set equality! I'll prove 1 and 3 on the next slides.

Also note that if $f_0$ and $f_1$ are positive functions then bullets 1 and 3 can have their absolute values removed.
In what follows (for real valued functions), let $g_0(x) \in O(f_0(x))$ and $g_1(x) \in O(f_1(x))$. Then...

1. $g_0(x) + g_1(x) \in O(|f_0(x)| + |f_1(x)|)$
2. $g_0(x)g_1(x) \in O(f_0(x) \cdot f_1(x))$
3. $O(|f_0(x)| + |f_1(x)|) = O(\max\{|f_0(x)|, |f_1(x)|\})$

Note that the last bullet is actually a set equality! I’ll prove 1 and 3 on the next slides.

Also note that if $f_0$ and $f_1$ are positive functions then bullets 1 and 3 can have their absolute values removed.
Proofs

Prove that \( g_0(x) + g_1(x) \in O(|f_0(x)| + |f_1(x)|) \).

**Proof:** Given \( g_0(x) \in O(f_0(x)) \) and \( g_1(x) \in O(f_1(x)) \), we know that there exists constants \( C_0, C_1, X_0, X_1 \) such that

\[
|g_0(x)| \leq C_0 |f_0(x)| \quad \forall x > X_0 \quad \text{and} \quad |g_1(x)| \leq C_1 |f_1(x)| \quad \forall x > X_1
\]

Now, let \( X_2 = \max\{X_0, X_1\} \) and \( C_2 = 2 \max\{C_0, C_1\} \) to see that by the triangle inequality, for all \( x > X_2 \),

\[
|g_0(x) + g_1(x)| \leq |g_0(x)| + |g_1(x)| \\
\leq C_0 |f_0(x)| + C_1 |f_1(x)| \\
\leq \max\{C_0, C_1\} (|f_0(x)| + |f_1(x)|) \\
+ \max\{C_0, C_1\} (|f_0(x)| + |f_1(x)|) \\
\leq 2 \max\{C_0, C_1\} (|f_0(x)| + |f_1(x)|) \\
\leq C_2 (|f_0(x)| + |f_1(x)|)
\]

and so \( g_0(x) + g_1(x) \in O(|f_0(x)| + |f_1(x)|) \)
Prove that $O(|f_0(x)| + |f_1(x)|) = O(\max\{|f_0(x)|, |f_1(x)|\})$.

**Proof:** Notice that

$$\max\{|f_0(x)|, |f_1(x)|\} \leq |f_0(x)| + |f_1(x)|$$

$$\leq \max\{|f_0(x)|, |f_1(x)|\} + \max\{|f_0(x)|, |f_1(x)|\}$$

$$\leq 2 \max\{|f_0(x)|, |f_1(x)|\}$$
Proofs

Prove that $O(|f_0(x)| + |f_1(x)|) = O(\max\{|f_0(x)|, |f_1(x)|\})$.

**Proof Continued** Using the inequalities on the previous slide, to show $\subseteq$, we have that if $g(x) \in O(|f_0(x)| + |f_1(x)|)$, then by definition there exists a positive real $C$ and a real $X$ such that for all $x \geq X$, we have that

$$|g(x)| \leq C(|f_0(x)| + |f_1(x)|) \leq 2C\max\{|f_0(x)|, |f_1(x)|\}$$

and so $g(x) \in O(\max\{|f_0(x)|, |f_1(x)|\})$. 
Proofs

Prove that $O(|f_0(x)| + |f_1(x)|) = O(\max\{|f_0(x)|, |f_1(x)|\})$.

Proof Continued Using the inequalities on the previous slide, to show $\supseteq$, we have that if $g(x) \in O(\max\{|f_0(x)|, |f_1(x)|\})$, then by definition there exists a positive real $C$ and a real $X$ such that for all $x \geq X$, we have that

$$|g(x)| \leq C \max\{|f_0(x)|, |f_1(x)|\} \leq C(|f_0(x)| + |f_1(x)|)$$

and so $g(x) \in O(|f_0(x)| + |f_1(x)|)$. 
More Properties

Transitivity

If $h(x) \in O(g(x))$ and $g(x) \in O(f(x))$ then $h(x) \in O(f(x))$. (where $f, g$ and $h$ are real valued functions).
Even More Notation

**Inequalities**
We write $f \ll g$ if and only if $f(x) \in O(g(x))$

**Growth Rates of Functions**
The following is true for $\epsilon$ and $c$ fixed positive real constants

$$1 \ll \log n \ll n^\epsilon \ll c^n \ll n! \ll n^n$$

In order left to right: constants, logarithms, polynomial (if $\epsilon$ is an integer), exponential, factorials.
Final Note

• You should be aware that there are many other notations here for runtime.

• Big-Oh notation \( O(f(x)) \) is an upper bound notation (\( \leq \))

• Little-Oh notation \( o(f(x)) \) is a weak upper bound notation (\( < \))

• Big-Omega notation \( \Omega(f(x)) \) is a lower bound notation (\( \geq \))

• Little-Omega notation \( \omega(f(x)) \) is a weak lower bound notation (\( > \))

• Big-Theta (or just Theta) notation \( \Theta(f(x)) \) is an exact bound notation (\( = \))

Ideally, we want the Big-Oh notation to be as tight as possible (so really we want to use \( \Theta \) notation but it involves far too large of a detour). In our class when you are asked for the runtime or anything related to Big-Oh notation, make it the best possible bound.
• Now that the abstraction is over, we would like to apply the notation to see how algorithms compare to one another.

• Our first algorithm we will look at is a linear searching algorithm (see next page).

• We will see that the runtime will usually depend on the type of case.

• Typically with Big-Oh notation (especially if unspecified) we will likely want to analyze the runtime of the worst case [sometimes the ‘average/typical case’ as well].
#include <stdio.h>

/* Post: Returns index of value in a if found, -1 otherwise */

int lin_search(int a[], int n, int value) {
    for (int i = 0; i < n; i++) {
        if (a[i] == value) return i;
    }
    return -1; // value not found
}

int main(void) {
    int a[5] = {19, 4, 2, 3, 6};
    int len = sizeof(a)/sizeof(a[0])
    int val = lin_search(a, len, 4);
    printf("%d\n", val);
    return 0;
}
Analyzing the Code

There are three major lines of code

1. The for loop
2. The if statement
3. The return statement(s)

Typically, we assume that basic operations like arithmetic operations, return statements, relational comparisons are run in constant time (though strictly speaking this is false). Since we also only care about the analysis when $n$ is large, we will think of $n$ as being a large variable (in this case, it is the length of the array).
Best Case analysis

• In the best case, the code will find value right away in a[0].
• In this case, the for loop runs the initialization of i, then it checks the condition (it passes) then it checks the if condition which involves an array memory retrieval to get to a[0] and compares it to value and then since we have a match it executes the return statement.
• All of the aforementioned steps are basic and so we in this case get a constant time runtime, or in Big-Oh notation, this algorithm in the best case runs in $O(1)$ notation.
Worst Case Analysis

- In the worst case, the element value is not in the array.
- In this case, we go through all the steps we did in the previous slide once for each element in the array since we never find a match and then add one at the end for the return statement.
- Thus, we will execute

\[ 1 + (1 + 2 + 1 + 2)n + 1 = O(n) \]

total number of steps (the twos are since \(a[i]\) is \(*(a + i)\) and \(i++\) is \(i = i + 1\) (sort of)).
Average/Typical Case analysis

- It’s a bit hard to state the average case here since depending on a, it might not contain the element value.
- We will consider the average case in this setting to mean that the value we are looking for is located in each possible location with even probability.
- In the formula on the previous page, we will actually take a sum from $i=0$ to $i=n-1$ of each of the possible places the value can occur.
- This gives (an extra one for the return statement triggered when we find the element in the $i$th spot)

$$
\frac{1}{n} \left( 1 + \left( \sum_{i=0}^{n-1} (1 + 2 + 1 + 2)(i + 1) \right) + 1 \right) = \frac{2}{n} + \frac{6}{n} \frac{n(n+1)}{2} = O(n)
$$
Post Mortem

- The previous example really shows why ‘average/typical’ case is tough to consider and deal with.
- Dealing with the worst case is a far safer and more universal metric to deal with and is often sufficient for our understanding.
Handling Big-Oh Runtime Questions

Below is just a heuristic for how I try to approach runtime problems. They can be quite tricky if you’re not careful.

1. Step one to analyzing the code is getting a ‘holistic’ view of what the code does.
2. Step two is to understand if you want best, worst or average case runtime.
3. Step three is to try to figure out how many times each line of code will run in each case. Part of this is how slow the lines of code are.
4. Step four is to do manipulations based on theorems you know to reach a simplified answer.
In the next several lectures, we’re going to use these runtime skills to both create and analyze a collection of sorting algorithms.

We will discuss Selection, Insertion, Merge and Quick Sorting algorithms.

General paradigm: void sort(int a[], int n) takes an unsorted array to a sorted one.

For example, if $a = \{19, 4, 10, 16, 3\}$, then void sort(a,5) mutates $a$ to $3, 4, 10, 16, 19$. 
The Idea

1. Find the smallest element
2. Swap with the first element
3. Repeat with the rest of the array
Example

http://www.algolist.net/img/sorts/selection-sort-1.png
Algorithm

```c
#include <stdio.h>
void selection_sort (int a[], int n) {
    for (int i = 0; i < n-1; i++) {
        // Find min position
        int min = i;
        for (int j = i+1; j<n; j++)
            if (a[j] < a[min]) min = j;
        // Swap
        int temp = a[min];
        a[min] = a[i];
        a[i] = temp;
    }
}
```
int main (void){
    int a[] = {20,12,10,15,2};
    int n = sizeof(a)/sizeof(a[0]);
    selection_sort(a,n);
    for (int i = 0; i < n-1; i++) {
        printf("%d, ", a[i]);
    }
    printf("%d\n", a[n-1]);
    return 0;
}
Time Complexity of Selection Sort

- Note that all the operations in the code are $O(1)$ operations so all we care about is how many times they are run.
- The outer loop with $i$ runs once for each $i$ from 0 to $n - 2$.
- The inner loop runs once for $j$ from $i + 1$ to $n - 1$.
- Thus, letting $C$ be the number of constant time operations, the runtime of the above is

\[
\sum_{i=0}^{n-2} \sum_{j=i+1}^{n-1} C = C \sum_{i=0}^{n-2} (n - i - 1) = C \sum_{i=0}^{n-2} n - C \sum_{i=0}^{n-2} i - C \sum_{i=0}^{n-2} 1
\]

\[
= Cn(n - 1) - C\frac{(n - 1)(n - 2)}{2} - C(n - 1)
\]

\[
= C(n - 1)(n - (n - 2)/2) - C(n - 1)
\]

\[
= C(n - 1)(n/2 + 1 - 1)
\]

\[
= O(n^2)
\]
Important Sums

- \( \sum_{i=1}^{n} i = O(n^2) \)
- \( \sum_{i=1}^{n} i^2 = O(n^3) \)
- \( \sum_{i=1}^{n} i^k = O(n^{k+1}) \) for any \( k \in \mathbb{N} \).
- \( \sum_{i=1}^{n} i^n = O(n^2) \)
First Improvement

• Can we do better than the previous algorithm?
• Notice one significant flaw is that even when the array is sorted, we need to go through every single element twice when really one check that the array is sorted should only take $O(n)$ time.
• Can we improve the algorithm in the best case so that when the array is sorted or almost sorted, the algorithm doesn’t take to much time?
Insertion Sort

The Idea: For each element $x$...

1. Find where $x$ should go
2. Shift elements $> x$
3. Insert $x$
4. Repeat
Example Single Pass

http://interactivepython.org/courselib/static/pythonds/_images/insertionpass.png
Assume 54 is a sorted list of 1 item

inserted 26

inserted 93

inserted 17

inserted 77

inserted 31

inserted 44

inserted 55

inserted 20

http://interactivepython.org/courselib/static/pythonds/_images/insertionsort.png
#include <stdio.h>

void insertion_sort (int *a, int n) {
    int i, j, x;
    for (i = 1; i < n; i++) {
        x = a[i];
        for (j = i; j > 0 && x < a[j - 1]; j--) {
            a[j] = a[j - 1];
        }
        a[j] = x;
    }
}
```c
int main(void){
    int a[] = {-10, 2, 14, -7, 11, 38};
    int n = sizeof(a)/sizeof(a[0]);
    insertion_sort(a, n);
    for (int i = 0; i < n-1; i++) {
        printf("%d, ", a[i]);
    }
    printf("%d\n", a[n-1]);
    return 0;
}
```
Runtime of Insertion Sort

- **Worst Case** - All of the operations in this code execute in $O(1)$ time so the only question that remains is how many times they run. The outer loop will execute up to $O(n)$ time. The inner loop depends on $i$. In fact, for a reverse sorted array, the inner loops runs $i$ times for each $i$ from 1 to $n - 1$. That is

$$
\sum_{i=1}^{n-1} i = 1 + 2 + \ldots + n - 1 = \frac{n(n-1)}{2} = O(n^2).
$$

- **Best Case** - If the array is sorted, then the inner loop never executes. So we reduce the runtime to $O(n)$.

- **‘Average’ Case** - the inner loop will run about $i/2$ times. This gives

$$
\sum_{i=1}^{n-1} \frac{i}{2} = \frac{1}{2} \cdot \frac{n(n-1)}{2} = O(n^2).
$$
Summary of Insertion vs Selection Sort

- Insertion sort works well when the array is almost sorted.
- Selection sort in terms of runtime is dominated by insertion sort.
- Both however in the worst case are $O(n^2)$.
- The final question is “Can we do better than $O(n^2)$ in the worst case?”
- The answer is a resounding “Yes!” and we’ll see this next lecture.