Ideas for Midterm-questions

This is *not* a sample midterm. It is a list of the types of questions that are typically asked, but it is not necessarily including all topics and types of questions, and not all these questions are necessarily asked. Always read the questions and instructions on your exam **carefully**—do not assume it will follow these patterns exactly.

This list is also not tailored to any particular term; for term-specific details such as the date, location and coverage of topics, please consult the web page and/or piazza.

Compiled by T. Biedl (biedl@uwaterloo.ca).

---

In the actual midterm, the top of the front page is filled with automatically-generated information such as your name, location, seat, and the crowdmark stamps. The bottom will have some instructions much like the ones below.

### Instructions

- **Additional Materials Allowed:** None.
- **No calculators allowed.**
- **Proctors will not answer questions.** In case of a perceived ambiguity, state your assumptions clearly.
- **You may use any results from lectures without proof.**
- **Students may not leave the examination room during the first 60 or final 10 minutes.**
- **Write your answers in the space provided.** You should not require extra space.
- **If you do need more space, you may use the extra page at the back of the exam, and indicate clearly on the question’s page that you have done so.** Only QR-coded pages from this booklet will be available to graders and, hence, marked.

- **Signature (pen only):**
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**Total**: Y
1. Short-answer questions:
   (a) Which of the following statements is true? (We may or may not ask you to justify your answer).
      i. ...
   (b) The following statements are false. Say why they are false.
      i. ...
   (c) Answer the following questions in the space provided. No justification is needed.
      i. ...

Some of these questions are very straightforward, but others might actually require deep thinking. Do not guess for True/False questions; in some grading schemes points will be deducted for incorrect answers.

2. Asymptotic Notation
   (a) What is the run-time (in terms of $n$ and using $\Theta$-notation) of the following code-fragments?
      Simplify as much as possible. (We may or may not ask you to justify your answer.)
      i. fragment1(int n) { ... }
   (b) For each of the following function pair, $f(n)$ and $g(n)$, indicate whether or not $f(n)$ is
      in $o$, $O$, $\Omega$, or $\omega$ of $g(n)$. (We may or may not ask you to justify your answer).
      i. $f(n) = XXX$, $g(n) = YYY$

3. Some Data Structure Applied
   Here is an example of Data Structure X. Apply operation Y to it.

   Data structures in cs240R typically include ordered and unordered arrays/lists, heaps, BST,
   AVL-trees, and Skip lists. Maybe also include Tries, Compressed Tries, and Hashing if the
   midterm is late. In cs240E there could also be randomly merged heaps, binomial heaps, Treaps,
   Scapegoat-trees and Splay-trees.
   This list is not tailored to any individual term; always consult the web page or piazza for the ex-
   act coverage of topics.

4. Some Algorithm Applied
   Here is an instance of Problem X. Apply algorithm Y to it.

   Algorithms in cs240 typically include MergeSort, HeapSort, QuickSelect, partition, QuickSort,
   BucketSort, CountSort, LSD-RadixSort, MSD-RadixSort, BinarySearch, MTFheuristic and
   maybe InterpolationSearch.
   This list is not tailored to any individual term; always consult the web page or piazza for the ex-
   act coverage of topics.
5. Some Algorithm Analyzed

Here is an algorithm.

\[ \text{mystery}(A, n) \]

1. \[ \ldots \]

(a) What does this algorithm do?

(b) What is its best-case/worst-case/average-case/expected run-time?

We will not ask you to do an analysis as hard as the one of average-case QuickSelect, but you should be able to come up with such recursions for simpler algorithms and recognize recursions that we have seen in class.

(c) How much space/auxiliary space does it use?

6. Design

Here is a problem \( P \). (Description of \( P \), perhaps with an example.) Design an algorithm/a data structure that solves \( P \). The run-time should be \( O(XXX) \), and the auxiliary space should be \( O(YYY) \).

By default, such algorithm designs should always include an argument why it works correctly and with an analysis of why the run-time/space is as desired.

7. Critique of design

Prof. S. Tupid thinks that he can solve problem \( P \) better than we did in class by doing \( X \).

(a) Explain why Prof. Tupid’s idea is not good.

Typically the idea should contradict some lower bound or claim that we had in class. Study these and know how to prove them.

(b) What would you need to change so that this becomes a good idea?

8. Which one is best?

Your want to solve problem \( P \), using one of the algorithms \( X_1, X_2, X_3 \). For each of the following situations, which algorithm would be best to use? Justify your answer (e.g. by arguing what the run-times of the algorithms would be).

(a) Situation 1: XXX

(b) Situation 2: YYY
There frequently is not a unique answer to these, the answer is “it depends” and you should expand on what it depends on.

Know for each algorithm and data structure what its run-time and space requirements are.

Study tradeoffs (e.g. can you make search fast if insert is slow?) and under what restrictions you can use it (e.g. small numbers for countsort).

9. Expand-that-questions

These are rarely questions on their own, but usually mixed in with some of the other questions. So after you’re been asked to do something on an example, you may be asked how to do this in general. Or whether this is always possible. Or to provide an example where it can’t be done. Or to analyze how long it would take for arbitrary size.

There isn’t really a good way to study for these questions, other than generally understanding what we did in class and why we did it the way we did it.

How much of each kind? For cs240R, we usually aim for the following split:

- About 40% of marks are for “do” questions where you execute something we had done before on new input/code. These are questions of type 2,3,4,5.

  Note that you can study really well for such questions (do lots and lots of examples, and exchange answers with your friends to check).

- About 30% are questions that should be easy if you understood why we did what in class. These are questions of type 1,7,8.

  To study for these, go again over your notes from class and in each step, ask ‘why’. Do not just believe a time bound, convince yourself that it holds.

- About 30% are questions that require you to come up with new thoughts. These are questions of type 6 and 9.

  You have seen many questions of these types on the assignments (but the ones on the exam are usually simpler). Study old assignments (maybe also from previous terms) to get better at problem solving.

For cs240E, the percentages are closer to 20/40/40, i.e., a lot less routine-work and a lot more problem-solving.

Here is a type of question that we usually don’t ask: “Regurgitate some result that we had in class.” For example, we would not ask you to write down exactly the proof that AVL-trees have height $O(\log n)$.

Having said that, you should know the main idea of such proofs, because we might ask you for a similar (simpler) proof where knowing the one from class probably helps.
The exam will have at least one such page, for overflow-work.
Some useful slides from cs240

**Order Notation Summary**

- O-notation: \( f(n) \in O(g(n)) \) if there exist constants \( c > 0 \) and \( n_0 > 0 \) such that \( |f(n)| \leq c|g(n)| \) for all \( n \geq n_0 \).
- \( \Omega \)-notation: \( f(n) \in \Omega(g(n)) \) if there exist constants \( c > 0 \) and \( n_0 > 0 \) such that \( |f(n)| \geq c|g(n)| \) for all \( n \geq n_0 \).
- \( \Theta \)-notation: \( f(n) \in \Theta(g(n)) \) if there exist constants \( c_1, c_2 > 0 \) and \( n_0 > 0 \) such that \( c_1|g(n)| \leq |f(n)| \leq c_2|g(n)| \) for all \( n \geq n_0 \).
- \( o \)-notation: \( f(n) \in o(g(n)) \) if for all constants \( c > 0 \), there exists a constant \( n_0 > 0 \) such that \( |f(n)| < c|g(n)| \) for all \( n \geq n_0 \).
- \( \omega \)-notation: \( f(n) \in \omega(g(n)) \) if for all constants \( c > 0 \), there exists a constant \( n_0 > 0 \) such that \( |f(n)| > c|g(n)| \) for all \( n \geq n_0 \).

### Useful Sums

**Arithmetic sequence:**
\[
\sum_{i=0}^{n-1} i = \Theta(n^2)
\]

**Geometric sequence:**
\[
\sum_{i=0}^{n-1} a^i = \Theta(a^n)
\]

**Harmonic sequence:**
\[
\sum_{i=1}^{n} \frac{1}{i} = \Theta(\log n)
\]

A few more:
\[
\sum_{i=1}^{n} \frac{1}{i^2} = \Theta(1)
\]
\[
\sum_{i=1}^{n} i^k = \Theta(n^{k+1})
\]

### Techniques for Order Notation

Suppose that \( f(n) > 0 \) and \( g(n) > 0 \) for all \( n \geq n_0 \). Suppose that
\[
L = \lim_{n \to \infty} \frac{f(n)}{g(n)}
\]
(\text{in particular, the limit exists}).

Then
\[
\begin{align*}
\frac{f(n)}{g(n)} &< \Theta(1) \quad \text{if } L > 0 \\
\frac{f(n)}{g(n)} &> \Omega(1) \quad \text{if } L < 0
\end{align*}
\]

The required limit can often be computed using l'Hôpital's rule. Note that this result gives sufficient (but not necessary) conditions for the stated conclusions to hold.

### Useful Math Facts

**Logarithms:**
- \( c = \log_b(a) \) means \( b^c = a \). E.g. \( n = 2^{\log_2 n} \).
- \( \log(a) \) (in this course) means \( \log_{10}(a) \).
- \( \log(a \cdot c) = \log(a) + \log(c) \), \( \log(a^x) = x \log(a) \).
- \( \log_{b^k} c = \frac{1}{k} \log_{b}(c) \).
- \( \ln(x) = \text{natural log} = \log_e(x) \).

**Factorial:**
- \( n! := n(n-1)\cdots2 \cdot 1 = \# \text{ ways to permute n elements} \)
- \( \log(n!) = \log n + \log(n-1) + \cdots + \log 2 + \log 1 = \Theta(n \log n) \)

### Probability and moments:

### Some Recurrence Relations

<table>
<thead>
<tr>
<th>Recursion</th>
<th>resolves to</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T(n) = T(n/2) + \Theta(1) )</td>
<td>( T(n) \in \Theta(\log n) )</td>
<td>Binary search</td>
</tr>
<tr>
<td>( T(n) = 2T(n/2) + \Theta(n) )</td>
<td>( T(n) \in \Theta(n \log n) )</td>
<td>Mergesort (\rightarrow later)</td>
</tr>
<tr>
<td>( T(n) = 2T(n/2) + \Theta(\log n) )</td>
<td>( T(n) \in \Theta(n) )</td>
<td>Heapsort (\rightarrow later)</td>
</tr>
<tr>
<td>( T(n) = T(cn) + \Theta(n) )</td>
<td>( T(n) \in \Theta(n) )</td>
<td>Selection (\rightarrow later)</td>
</tr>
<tr>
<td>for some ( 0 &lt; c &lt; 1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( T(n) = 2T(n/4) + \Theta(1) )</td>
<td>( T(n) \in \Theta(\sqrt{n}) )</td>
<td>Range Search (\rightarrow later)</td>
</tr>
<tr>
<td>( T(n) = T(\sqrt{n}) + \Theta(1) )</td>
<td>( T(n) \in \Theta(\log \log n) )</td>
<td>Interpolation Search (\rightarrow later)</td>
</tr>
</tbody>
</table>

- Once you know the result, it is (usually) easy to prove by induction.
- Many more recursions, and some methods to find the result, in cs341.
### HeapSort

- **Idea:** PQ-Sort with heaps.
- **But:** Use same input-array A for storing heap.

### Count Sort Pseudocode

**key-indexed-count-sort(A, d)**

- A: array of size n, contains numbers with digits in \( \{0, \ldots, R - 1\} \)
- d: index of digit by which we wish to sort

\[
\text{// count how many of each kind there are}
\]

1. `count ← array of size R, filled with zeros`
2. `for i ← 0 to n − 1 do`
3. `increment count[dth digit of A[i]]`
4. 

**HeapSort(A, n)**

1. // heapify
2. \( n ← A.size() \)
3. `for i ← parent(last(n)) downto 0 do`
4. `fix-down(A, i, size())`
5. `// repeatedly find maximum`
6. `while n > 1`
7. `// do deleteMax`
8. `swap items at A[root()] and A[last()]`

### Efficient In-Place partition (Hoare)

**Idea:** Keep swapping the outer-most wrongly-positioned pairs.

\[
\begin{array}{c}
\text{A} \leq v \geq v \geq v \leq v
\end{array}
\]

**partition(A, p)**

- A: array of size n, p: integer s.t. \( 0 \leq p < n \)
1. `swap(A[p-1], A[p])`
2. `i ← -1, j ← n - 1, v ← A[n-1]`
3. loop
4. `do i ← i + 1 while i < n and A[i] < v`
5. `do j ← j - 1 while j > 0 and A[j] > v`
6. `if i ≥ j then break (goto 9)`
7. `else swap(A[i], A[j])`
8. `end loop`
9. `swap(A[n-1], A[j])`
10. `return i`

Running time: \( \Theta(n) \).

### Binary Search

**Ordered array**
- **insert, delete:** \( \Theta(n) \)
- **search:** \( \Theta(\log n) \)

**Binary-search(A, n, k)**

- A: Array of size n, k: key
1. \( \ell ← 0 \)
2. \( r ← n - 1 \)
3. while (\( \ell < r \))
4. \( m ← \lceil \frac{\ell + r}{2} \rceil \)
5. if (\( A[m] < k \)) \( \ell ← m + 1 \)
6. else (\( k < A[m] \)) \( r ← m - 1 \)
7. else return m
8. if (\( k = A[m] \)) return \( \ell \)
9. else return “not found, but would be between \( \ell - 1 \) and \( r \)”

### Interpolation Search

- **Code** very similar to binary search, but compare at interpolated index
- **Need a few extra tests to avoid crash due to \( A[\ell] = A[r] \)**

**Interpolation-search(A, n, k)**

- A: Array of size n, k: key
1. \( \ell ← 0 \)
2. \( r ← n - 1 \)
3. while (\( \ell < r \) && \( A[\ell] ≠ A[r] \) && (\( k ≥ A[\ell] \) && (\( k ≤ A[r] \))))
4. \( m ← \ell + \lceil \frac{k - A[\ell]}{A[r] - A[\ell]} (r - \ell) \rceil \)
5. if (\( A[m] < k \)) \( \ell ← m + 1 \)
6. else (\( A[m] = k \)) return m
7. else \( r ← m - 1 \)
8. if (\( k = A[\ell] \)) return \( \ell \)
9. else return “not found, but would be between \( \ell - 1 \) and \( r \)”
A few general exam-tips

Most of the following are not cs240-specific, and should be familiar to you. But, just in case...

• Don’t get stuck on a question! The questions are usually ordered by topic, not by difficulty. In a first pass through the exam, answer all the easy question first (especially the “do” questions). Read over the “think” question (including the bonus question, if any), but don’t spend more than a minute on it unless you’re quite sure what to do. Quite possibly an inspiration might form later. Once done with the “do” question, attack the remaining ones in the order in which you feel comfortable with them. Leave the bonus question (if any) to the end.

• It is nearly impossible to write too much. If in doubt, always write justifications and show how you obtained the answer. For many questions just showing the final correct answer is enough. But if your answer is incorrect, it helps to have shown your work—partial marks may be awarded if your work shows that you understood the concept. Even just writing down what needs to be done (even if you don’t know exactly how to do it) may sometimes give you a pity-mark. No promises though.

• In a similar spirit, do not erase what you have written, unless you really really need the space (and you are quite sure that you have a better solution). Too often I see erased solutions that might have given you some partial marks, but since they were erased they cannot be counted.

With the exception of True/False questions, the worst that can happen if you don’t erase a wrong solution is that you get 0 marks. If you erase it (and don’t write anything else) you’ll definitely get 0 marks. So don’t erase.

• Write your assumptions. Often we’ll have seen different variants of a data structure / algorithm in class. If you’re not sure which one is the “standard” one, then write what you’re assuming, and as long as the question doesn’t get simpler in the process there won’t be a deduction for making the assumption.

Even if the question gets simpler, writing your assumption is better than not writing it. At least then we understand why you wrote your answer, which makes it more likely that you’ll get part marks.

• When drawing data structures, aim to use the same drawing conventions as we used in class. However, as a general rule, other ways of drawing will be accepted as long as all relevant information is displayed. (If in doubt, write what denotes what, i.e., write your assumptions.)

• Remember that your exam will be graded from a scanned copy. Write legibly. Do not write too faintly. Avoid getting too close (within 5mm) of the paper-edge.